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LDStructions for Candidates

L Write your Roll No. on the top immediately on receipt of

this question paper.
2. Attempt SIX questions in all, selecting THREE questions
from ¢ach Section.
Section -1
1, 4 . .
State and prove Cramer-Rao inequality. (i) By making a

Suitable assumption, obtain the alternative form of the
inequality, (ii) Also obtain the form of Cramer-Rao inequality
in case X, X,,...,X, are i.i.d. random variables with common
P-df. fy(x). (124)
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(2) If T, and T, are two unbiased estimators of ¥(6) with
variances 62, o2 respectively and correlation coefficient

p, then what is the best unbiased linear combination of

T, and T, and what is the variance of such a comP"und

. If T, is a minimum variance unblased estimator and Ty
is any other unbiased estimator for () with efficien®

€y, then show that p=\/-e: .

(b) In random sampling from N(p, 62) population whe;:
both u and o? are unknown, obtain the estimatof ° aft]
form a$? for o2, which has the smallest mean-s s %)
error. o7

bealr

g for ¥

Define a sufficient statistic, Let X,, X,,
}

sample from U(0,9) population. Obtaln MVU

parameter 8. Compute the reciprocal of nE\:{ Fi)

and compare this with the variance of MVUE-

(a?
for pa* T
at?

Define an unbiased and a consistent estimator .
est

Y(eb) - State and prove sufficient conditions for ©
to i ‘
o te consistent for y(8). Show with the help Of . ias?
ata ’
n estimator may be (i) consistent but not © uf‘w

ando?. ﬁ
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unbiased but not consistent, in estimating the
parameter y(9),

Section — II

"S. (a) Explain the principle of maximum likelihood estimation.

(b) Show with the help of an example that an ML estimator

may not be unique.

(c) Show that the most general form of a continuous

distribution for which the sample harmonic mean is the
ML estimator of a parameter 0 has p.d.f.

£, e)_exp[ {oA'(8) - A(0)) 'A'(6)+C(x)]

where A(0) and C(x) are arbitrary functions of 6 and

x respectively. (4,4,4%)

(a) Obtain estimates for the parameters 6, and 6, for the

probability mass function:

—-9, X -93 X
p(x)_l el k=012

2  x!

by the method of moments.

(b) Explain the method of minimum %? for estimating

unknown parameters. Show that for large n, the minimum
X* and ML methods of estimation give identical equations
for determining the estimates. Explain modified minimum
(5,7%4)
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7. (a) Obtain 100(1 - )% confidence interval for the.
population correlation coefficient p when a randm];
sample of size n has been drawn from bivariate norm?
population.

, . denc®

(b) Develop a general method for constructing confl o
intervals. Consider a random sample of size 1
rectangular distribution with p.d.f.

f(x,6)=%, 0<x<9.
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|

" limits
Show that R and R/E are the confidence limi
© with confidence coefficient (1-a), Whe?cn o
the sample range and € satisfies the equatlo(s 74)

[n~(n-1)¢] = @

8. Write short notes on any Two of the following*

i . ief

. L ffic!

() General form of the distribution admitting ¥
statistic

(ii) Rao-Blackwel] theorem

(iii) Properties of ML estimators
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